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Abstract
We will introduce the concept of generalized multiplicative polyno-

mial identity (in short GMPI) for multiplicatively prime algebras. Our
main result is a GMPI-theorem, which provides the following charac-
terization of GMPI-algebras: Let A be a multiplicatively prime algebra
with extended centroid C and central closure Q. Then the following
assertions are equivalent: (i) There is a nonzero GMPI on P for some
nonzero ideal P of M(A). (ii) M(Q) is a primitive algebra with nonzero
socle and there is a nonzero idempotent E ∈ M(Q) such that EM(Q)E
is a finite dimensional division C-algebra. (iii) M(A) is GPI. (iv) A is
GMPI.

Introduction

The GPI-theory has a wide scope of applications. One area of application
is that of concrete nonassociative structures (such as alternative, Lie and
Jordan) related to associative algebras. Although the PI-theory for general
nonassociative algebras has been developed (see [16, 18, 19, 20]), as far as
we know, the same cannot be said for the GPI-theory. Nonetheless, inspired
by the connection between the GPI-theory and the local PI-theory for asso-
ciative algebras [12], a GPI-theory for Jordan systems has been developed
[14, 15].

In order to find a GPI-theory in a general nonassociative context, it
seems that the framework for such a theory should be the class of multi-
plicatively semiprime algebras. This is based on the fact that these algebras
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D.G.I. project BFM2002-01529

1



behave well in relation to the extended centroid and the central closure [6].
Let us recall that a (not necessarily associative) algebra A is said to be mul-
tiplicatively semiprime (in short m.s.p.) whenever both A and M(A) (the
multiplication algebra of A) are semiprime. On the other hand, the class of
multiplicatively semiprime algebras is quite large; for example, it contains:
semiprime associative algebras [6], and more generally, nondegenerate al-
ternative algebras [9]; nondegenerate Jordan algebras [9]; semiprime skew
Lie algebras associated with a prime associative algebra with an involution
[4]; semiprime algebras with a nondegenerate symmetric associative bilin-
ear form [17]; and the free nonassociative algebra generated by a nonempty
set [7]. Recently, a structure theory for multiplicatively semiprime alge-
bras has been developed [3], which shows that the atomic multiplicatively
semiprime algebras are just the essential subdirect products of families of
multiplicatively prime algebras. This is the reason why the development of
a GPI-theory must be firstly center on multiplicatively prime algebras.

Let us recall that a (not necessarily associative) algebra A is said to
be multiplicatively prime (in short m.p.) whenever both A and M(A) are
prime. Given an algebra A, for F ∈ M(A) and a ∈ A we denote by WF,a

the linear operator from M(A) into A given by

WF,a(T ) = FT (a) for all T ∈ M(A).

We recall that an algebra A with nonzero product is m.p. if, and only if,
WF,a = 0 (F ∈ M(A), a ∈ A) implies either F = 0 or a = 0 [5, Proposition
1].

The first section is devoted to obtaining some preliminary results on m.p.
algebras. Among them, we emphasize Corollary 1.3. This result is the m.p.-
version of a well-known lemma by Martindale and asserts that if A is an m.p.
algebra with extended centroid C, and if WF,a = WG,b (F,G ∈ M(A)\{0},
a, b ∈ A\{0}), then there exists λ ∈ C such that b = λa and F = λG.

The other main result in this section is Theorem 1.5 that reads as follows:
If A is an m.p. algebra with extended centroid C and central closure Q, if
F ∈ M(Q)\{0} and q ∈ Q\{0} are such that the rank of WF,q has finite
dimension over C, then M(Q) is a primitive algebra with nonzero socle.

In the second section we introduce a concept of generalized multiplicative
polynomial identity (in short GMPI) for m.p. algebras. Roughly speaking,
for a given m.p. algebra A, a GMPI is a finite sum of monomials of the
form F0Xi1F1Xi2 ...Fn−1Xin(q) for n ∈ N, q ∈ Q (the central closure of A),
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F0, F1, ...., Fn−1 ∈ M(Q), and Xi1 , Xi2 , ..., Xin noncommutative formal vari-
ables. Our main result is the following GMPI-theorem (Theorem 2.1): Let
A be an m.p. algebra with extended centroid C and central closure Q. Then
there is a nonzero GMPI Φ on P for some nonzero ideal P of M(A) if and
only if M(A) has a nonzero idempotent E such that EM(A) is a minimal
right ideal of M(A) (hence M(A) is a primitive algebra with nonzero socle)
and EM(A)E is a finite dimensional division algebra over C. From this the-
orem, we obtain the following characterization of GMPI-algebras (Corollary
2.2): Let A be an m.p. algebra with extended centroid C and central clo-
sure Q. Then the following assertions are equivalent: (i) There is a nonzero
GMPI on P for some nonzero ideal P of M(A). (ii) M(Q) is a primitive
algebra with nonzero socle and there is a nonzero idempotent E ∈ M(Q)
such that EM(Q)E is a finite dimensional division C-algebra. (iii) M(A)
is GPI. (iv) A is GMPI.

1 Preliminary results on m.p. algebras

In this talk, we will deal with algebras which are not necessarily associative
over a fixed field K of zero characteristic. For an algebra A and for a in A,
let La and Ra stand for the operators of left and right multiplication by a
on A. Let L(A) denote the algebra of all linear operators from A into A and
let M(A) denote the multiplication algebra of A, namely the subalgebra of
L(A) generated by the identity operator IdA and the set {La, Ra : a ∈ A}.

An algebra A is said to be multiplicatively prime (in short m.p.) when-
ever both A and M(A) are prime algebras. For F ∈ M(A) and a ∈ A we
denote by WF,a the linear operator from M(A) into A given by

WF,a(T ) = FT (a) for all T ∈ M(A).

There is a useful characterization of m.p. algebras in terms of these opera-
tors. Namely, if A has nonzero product we have: A is m.p. if, and only if,
WF,a = 0 (F ∈ M(A), a ∈ A) implies either F = 0 or a = 0 [5, Proposition
1]. Moreover, if A is m.p., then for each nonzero ideal P of M(A) we see
that WP

F,a = 0 (F ∈ M(A), a ∈ A) implies either F = 0 or a = 0, where
WP

F,a denotes the restriction of WF,a to P.

The theory of extended centroid and central closure of a prime algebra
will become a key tool in the proof of our results. We refer the reader to
[11] and [1] for a detailed account in a nonassociative context, and to [2] in
an associative context (see also [8]). We recall that the extended centroid
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C(A) of a prime algebra A is a field extension of the base field, and the
central closure Q(A) of A is an algebra extension of A. Moreover, Q(A) is
a prime C-algebra which is generated by A, and the extended centroid of
Q(A) is isomorphic to C(A). Also, we remember the following result of [5,
Theorems 1 and 2], in which two isomorphisms appear, which that will be
used frequently without explicit mention.

Theorem 1.1. Let A be an m.p. algebra. Then the extended centroids of A
and of M(A) are isomorphic. More precisely, there exists an isomorphism
ϕ from C(A) onto C(M(A)) which is uniquely determined by the following
condition: For each λ ∈ C(A), we have

ϕ(λ)(F )(x) = F (λ(x))

for all F ∈ dom(ϕ(λ)) and x ∈ dom(λ). Moreover, if (via ϕ) both ex-
tended centroids are identified and denoted by C, then we have a C-algebra
isomorphism Φ from Q(M(A)) onto M(Q(A)) given by

Φ(
n∑

i=1

λiFi)(
m∑

j=1

µjaj) =
∑

1≤i≤n
1≤j≤m

λiµjFi(aj).

As a consequence, Q(A) is also an m.p. algebra.

Let A be an m.p. algebra with extended centroid C and central closure
Q. For F ∈ M(Q), q ∈ Q, and P nonzero ideal of M(A) we denote by
WP

F,q : P → Q the linear mapping defined by

WP
F,q(T ) = FT (q) for all T ∈ P.

It is clear that WP
F,q = 0 implies WCP

F,q = 0, and therefore either F = 0 or
q = 0.

The following result is analogous to [2, Lemma 6.1.2], and, using a ter-
minology that will be introduced in the second section, the first statement
asserts that ”for m.p. algebras there are no nonzero linear GMPI’s in one
variable”.

Lemma 1.2. Let A be an m.p. algebra with extended centroid C and central
closure Q. Assume that F1, ..., Fn ∈ M(Q) are C-independent, q1, ..., qn ∈ Q
are C-independent, and P is a nonzero ideal of M(A). Then
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(1)
∑n

i=1 WP
Fi,qi

6= 0.

(2) If dimC(CRank(
∑n

i=1 WP
Fi,qi

)) < ∞, then there exist F ∈ M(A)\{0}
and a ∈ A\{0} such that dimC(CRank(WF,a)) < ∞.

Proof. (1) Suppose that
∑n

i=1 WP
Fi,qi

= 0. By [11, Theorem 3.1] applied
to Q, there exists G ∈ M(Q) such that G(q1) 6= 0 and G(qi) = 0 for all
i ∈ {2, ..., n}. Now, we consider the mapping φ : M(Q) → Q given by

φ(T ) =

(
n∑

i=1

WFi,qi

)
(TG).

Note that

φ(T ) =
n∑

i=1

FiTG(qi) = F1TG(q1) = WF1,G(q1)(T ).

Therefore, taking into account that
∑n

i=1 WP
Fi,qi

= 0 implies φ(P) = 0, we
deduce that WP

F1,G(q1) = 0, and hence either F1 = 0 or G(q1) = 0, which is
a contradiction.

(2) It is clear that dimC(Cφ(P)) < ∞. Put q′1 = G(q1). Since φ =
WF1,q′1

, it follows that dimC(CF1P(q1)) < ∞. Take S ∈ P such that 0 6=
F1S ∈ M(A), and x ∈ A such that 0 6= q′1x ∈ A. Setting F = F1S and
a = q′1x, we have as above that CFM(A)(a) ⊆ CF1P(q′1), and therefore
dimC(CRank(WF,a)) < ∞. �

As a consequence we obtain the m.p.-version of one of Martindale’s well-
known lemma [13, Theorem 1] (see also [2, Theorem 2.3.4]).

Corollary 1.3. Let A be an m.p. algebra with extended centroid C and
central closure Q. Assume that F1, F2 ∈ M(Q)\{0} and q1, q2 ∈ Q\{0} are
such that WF1,q2 = WF2,q1. Then there exists λ ∈ C such that F2 = λF1 and
q2 = λq1.

Proof. According to the part (1) in the lemma above, either {F1, F2} are
C-dependent or {q1, q2} are C-dependent. If there exists λ ∈ C such that
F2 = λF1, then we have

0 = WF1,q2 −WF2,q1 = WF1,q2 −WλF1,q1 = WF1,q2−λq1 ,
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hence q2−λq1 = 0, and so q2 = λq1. Analogously, if there exists λ ∈ C such
that q2 = λq1, then we have

0 = WF1,q2 −WF2,q1 = WF1,λF1 −WF2,q1 = WλF1−F2,q1 ,

hence λF1 − F2 = 0, and so F2 = λF1. �

Now we are in a position to prove the following generalization of the
above corollary. This generalization resembles [2, Theorem 2.3.7].

Theorem 1.4. Let A be an m.p. algebra with extended centroid C and
central closure Q. Assume that n ∈ N, n ≥ 2, F1, ..., Fn ∈ M(Q)\{0} and
q1, ..., qn ∈ Q\{0}. Set M =

∑n
i=1 CFi. Then the following conditions are

equivalent:

(i) For all T1, ..., Tn−1 ∈ M(Q)∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1(qσ(n)) = 0,

where Sn is the permutation group;

(ii) Either dimC(M) = n − 1 and
∑n

i=1 λiqi = 0 when
∑n

i=1 λiFi = 0, or
dimC(M) ≤ n− 2.

Proof. Note that the case n = 2 follows from Corollary 1.3. To prove
that (i) implies (ii), we proceed by induction on n. Let us assume that the
implication is true for a natural number n ≥ 2, and prove its veracity for
n+1. Firstly, we will assume that dimC(M) = n+1, and we will encounter
a contradiction. By [2, Theorem 2.3.3], there exist m ∈ N, Ai, Bi ∈ M(Q)
(1 ≤ i ≤ m), such that

m∑
i=1

AiF1Bi 6= 0 and
m∑

i=1

AiFjBi = 0 (2 ≤ j ≤ n + 1).

Next, substituting BjT1 for T1 in the formula∑
σ∈Sn+1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn(qσ(n+1)) = 0,

then multiplying by Aj on the left, and adding we have

0 =
n∑

j=1

∑
σ∈Sn+1

ε(σ)AjFσ(1)BjT1Fσ(2)T2...Fσ(n)Tn(qσ(n+1)) =
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∑
σ∈Sn+1

ε(σ)

 n∑
j=1

AjFσ(1)Bj

T1Fσ(2)T2...Fσ(n)Tn(qσ(n+1)) =

 n∑
j=1

AjF1Bj

T1

 ∑
σ∈Sn+1
σ(1)=1

ε(σ)Fσ(2)T2...Fσ(n)Tn(qσ(n+1))

 =

W∑n
j=1 AjF1Bj ,

∑
σ∈Sn+1
σ(1)=1

ε(σ)Fσ(2)T2...Fσ(n)Tn(qσ(n+1))
(T1),

and so ∑
σ∈Sn+1
σ(1)=1

ε(σ)Fσ(2)T2...Fσ(n)Tn(qσ(n+1)) = 0

for all T2, ..., Tn ∈ M(Q), which is contrary to the induction hypothesis.
Therefore, dimC(M) ≤ n. Assume that dimC(M) = n and, suppose (sim-
plifying the notation) that Fn+1 =

∑n
i=1 λiFi for suitable λ1, ..., λn ∈ C.

Then, for all T1, ..., Tn ∈ M(Q) we have

0 =
∑

σ∈Sn+1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn(qσ(n+1)) =

∑
σ∈Sn+1

σ(n+1)=n+1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn(qσ(n+1))+

∑
σ∈Sn+1

σ(n+1) 6=n+1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn(qσ(n+1)) =

∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn(qn+1)+

∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn(−
n∑

i=1

λiqi) =

∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)Tn

(
qn+1 −

n∑
i=1

λiqi

)
=
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[∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n)

]
Tn

(
qn+1 −

n∑
i=1

λiqi

)
=

W∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n) , qn+1−
∑n

i=1 λiqi
(Tn).

Since
∑

σ∈Sn
ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n) 6= 0 by [2, Theorem 2.3.7], and A is

m.p., we conclude that qσ(n+1) −
∑n

i=1 λiqi = 0.
To prove that (ii) implies (i), let us first assume that n > 2, dimC(M) =

n − 1 and, suppose (simplifying the notation) that Fn =
∑n−1

i=1 λiFi and
qn =

∑n−1
i=1 λiqi for suitable λ1, ..., λn−1 ∈ C. Then, taking into account the

well-known argument that the standard polynomial vanishes on dependent
vectors, we have∑

σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1(qσ(n)) =

∑
σ∈Sn

σ(n)=n

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1(qn)+

∑
σ∈Sn−1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1

(
−

n−1∑
i=1

λiqi

)
=

∑
σ∈Sn−1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1

(
qn −

n−1∑
i=1

λiqi

)
= 0.

Finally, assume that n > 2, dimC(M) ≤ n − 2 and, suppose (simpli-
fying the notation) that Fn =

∑n−1
i=1 λiFi and Fn−1 =

∑n−2
j=1 µjFj . Then,

reasoning as above, we have∑
σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1(qσ(n)) =

∑
σ∈Sn−1

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−2)Tn−2

(
Fσ(n−1)Tn−1(qn −

n−1∑
i=1

λiqi)

)
.

Now, denoting by q′j = FjTn−1(qn −
∑n−1

i=1 λiqi) (1 ≤ j ≤ n − 1), and
repeating the argumentation we obtain∑

σ∈Sn

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−1)Tn−1(qσ(n)) =
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∑
σ∈Sn−2

ε(σ)Fσ(1)T1Fσ(2)T2...Fσ(n−2)Tn−2

q′n−1 −
n−2∑
j=1

q′j

 = 0,

because clearly q′n−1 −
∑n−2

j=1 q′j = 0. �

The following result is analogous to [2, Lemma 6.1.4]. Our proof will be
closer to the original proof in [13, Theorem 2].

Theorem 1.5. Let A be an m.p. algebra with extended centroid C and
central closure Q. Assume that F ∈ M(Q)\{0} and q ∈ Q\{0} are such that
dimC(FM(Q)(q)) < ∞. Then there exists a nonzero idempotent E ∈ M(Q)
such that EM(Q) is a minimal right ideal of M(Q) and dimC(EM(Q)E) <
∞. As a consequence, M(Q) is a primitive algebra with nonzero socle.

Proof. Set U = M(Q)(q) and V = F (U) = FM(Q)(q). It is clear that
U is an ideal of Q and V is a finite dimensional subspace of Q. Both are
nonzero because Q is m.p. Consider the nonzero ideal of M(Q) given by
[U : Q] = {T ∈ M(Q) : T (Q) ⊆ U}. It is clear that F [U : Q](Q) ⊆ V .
Therefore, we can consider the mapping ϕ : F [U : Q] → L(V ) given by
ϕ(FT ) = FT|V . It is clear that F [U : Q] is a subalgebra of M(Q) and ϕ is
an algebra homomorphism with kernel

Ker(ϕ) = {FT ∈ F [U : Q] : FTF = 0}.

It is easy to see that ϕ(F [U : Q]) is a nonzero prime algebra. By the Wed-
derburn theorem, there exist a natural number n and a finite dimensional
division algebra ∆ over C such that ϕ(F [U : Q]) is isomorphic to Mn(∆).
In particular, ϕ(F [U : Q]) has a unit. Thus, there exists T0 ∈ [U : Q] such
that

ϕ(FT0)ϕ(FT ) = ϕ(FT ) and ϕ(FT )ϕ(FT0) = ϕ(FT ) for all T ∈ [U : Q],

equivalently

FT0FTF = FTF and FTFT0F = FTF for all T ∈ [U : Q]. (1)

From the first equality it follows that (FT0F − F )[U : Q]F = 0, hence
FT0F −F = 0, and so FT0FT = FT for all T ∈ [U : Q]. Thus, E0 = FT0 is
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a left unit for the algebra F [U : Q], and in particular E0 is an idempotent.
Note that the second equality in (1) can be rewritten as follows

FTE0F = FTF for all T ∈ [U : Q]. (2)

Given T ∈ [U : Q] and v ∈ V , choose G ∈ M(Q) such that v = FG(q), and
note that by using (2) we have

ϕ(FTE0)(v) = FTE0(v) = FTE0FG(q) = FTFG(q) = FT (v) = ϕ(FT )(v).

Therefore, ϕ(FTE0) = ϕ(FT ) for all T ∈ [U : Q], and so ϕ(F [U : Q]E0) =
ϕ(F [U : Q]). Moreover, if T ∈ [U : Q] satisfies ϕ(FTE0) = 0, then
FTE0F = 0, and using (2) we see that FTF = 0, hence FTFT0 = 0,
and so FTE0 = 0. Thus ϕ|F [U :Q]E0

is a one-to-one mapping. Taking into
account the above assertions, we conclude that

F [U : Q]E0
∼= ϕ(F [U : Q]E0) = ϕ(F [U : Q]) ∼= Mn(∆).

Thus, F [U : Q]E0 has a minimal idempotent, say E, such that

E(F [U : Q]E0)E ∼= ∆E ∼= ∆.

Since E0 is the unit of F [U : Q]E0, we see that EE0 = E0E = E, and so

EM(Q)E = EE0M(Q)E0E ⊆ EF [U : Q]E0E ⊆ EM(Q)E.

Therefore,
EM(Q)E = E(F [U : Q]E0)E ∼= ∆.

As a result, E is a minimal idempotent of M(Q), and so M(Q) has nonzero
socle. �

2 Introducing and characterizing GMPI-algebras

Let A be an m.p. algebra with extended centroid C and central closure
Q. Consider X = {X1, X2, ....} and form the coproduct M(Q)C〈X〉 of the
C-algebra M(Q) and the free algebra C〈X〉. Let us denote by M(Q)C〈X〉′
the left ideal of M(Q)C〈X〉 generated by X, that is, the set of all GPI
(with coefficients in the multiplication algebra) that may be written as a
linear combination of monomials ending in a variable. Consider the vector
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space over C given by M(Q)C〈X〉′⊗C Q. Each element of this vector space
will be called a GMPI (generalized multiplicative polynomial identity). If
s : M(Q)C〈X〉 → M(Q) is a substitution homomorphism and if we denote
by s′ the restriction of s to M(Q)C〈X〉′, then we can consider the canonical
linear mapping s′ ⊗ IdQ : M(Q)C〈X〉′ ⊗C Q → M(Q) ⊗C Q. Since the
evaluation mapping ε : M(Q)×Q → Q given by ε(F, q) = F (q) is bilinear,
it determines, in a canonical way, a linear mapping ε̂ : M(Q)⊗CQ → Q. The
linear mapping ŝ = ε̂◦(s′⊗IdQ) will be called a substitution mapping. Since
for Φ =

∑n
i=1 φi⊗qi ∈ M(Q)C〈X〉′⊗C Q we see that ŝ(Φ) =

∑n
i=1 s(φi)(qi),

it seems convenient to write the GMPI Φ as follows Φ =
∑n

i=1 φi(qi), even
though this is a clear abuse of notation. Once one adopts this terminology,
one can write the action of a substitution mapping in the following suggestive
manner

ŝ(
n∑

i=1

φi(qi)) =
n∑

i=1

s(φi)(qi).

As usual, if Φ involves the variables X1, ..., Xn, then we will write

Φ = Φ(X1, ..., Xn).

Given T1, ..., Tn ∈ M(Q), Φ(T1, ..., Tn) will denote the element ŝ(Φ) ∈ Q
that appears by considering any substitution homomorphism s such that
X1 7→ T1, ..., Xn 7→ Tn. We will say that a nonzero ideal P of M(A) satisfies
Φ whenever Φ(T1, ..., Tn) = 0 for all T1, ..., Tn ∈ P.

Let B be a C-basis of M(Q). By [2, Lemma 1.4.5], a C-basis of M(Q)C〈X〉
is constituted by all the monomials of the form

F0Xi1F1Xi2 ....Fn−1XinFn

for all n ∈ N ∪ {0}, F0, F1, ...., Fn ∈ B and Xi1 , Xi2 , ...., Xin ∈ X. As a
consequence, a C-basis of M(Q)C〈X〉′ is constituted by all the monomials
of the form

F0Xi1F1Xi2 ....Fn−1Xin

for all n ∈ N, F0, F1, ...., Fn−1 ∈ B and Xi1 , Xi2 , ...., Xin ∈ X. Once a C-
basis A of Q is fixed, according to the well-known theorem of description of
a basis in a tensor product, we see that a C-basis of M(Q)C〈X〉′ ⊗C Q is
constituted by all the monomials of the form

F0Xi1F1Xi2 ....Fn−1Xin(a)

for all n ∈ N, F0, F1, ...., Fn−1 ∈ B, Xi1 , Xi2 , ...., Xin ∈ X, and a ∈ A. The
concepts of degree and height can be defined as in [2, pp. 214-215]. The
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same can be said of the operations of type A and B, and as in [2, Remark
6.1.5] we have:

If Φ 6= 0 is a GMPI of degree n on a nonzero ideal P of M(A), then
there exists a multilinear GMPI Ψ of degree ≤ n on P.

Another approach to the GMPI’s can be made as follows: Since the alge-
bra M(Q)C〈X〉 is a C-algebra extension of M(Q), we see that M(Q)C〈X〉
is naturally a right M(Q)-module. Moreover, it is clear that Q is a left
M(Q)-module for the action determined by the evaluation mapping. Then
we can consider the tensor product M(Q)C〈X〉⊗M(Q) Q. It seems clear that
this space is isomorphic to M(Q)C〈X〉′ ⊗C Q.

The following result is analogous to the GPI-theorem in [2, Theorem
6.1.6]. The proof will be similar to the one given there, which attributes it
to Chuang [10].

Theorem 2.1. (GMPI-theorem). Let A be an m.p. algebra with extended
centroid C and central closure Q. Then there is a nonzero GMPI Φ on
P for some nonzero ideal P of M(A) if and only if M(A) has a nonzero
idempotent E such that EM(A) is a minimal right ideal of M(A) (hence
M(A) is a primitive algebra with nonzero socle) and EM(A)E is a finite
dimensional division algebra over C.

Proof. (⇐). Since dimC(EM(A)E) = n < ∞, it is well-known that
EM(A)E satisfies the standard polynomial in n + 1 variables. If we choose
a ∈ A such that E(a) 6= 0, then it is clear that

Φ(X1, ..., Xn+1) = Stn+1(EX1, ..., EXn+1)(E(a))

is a nonzero GMPI on A.
(⇒). Suppose that Φ is a nonzero GMPI on a nonzero ideal P of M(A).

We can assume that Φ = Φ(X1, ..., Xn) is multilinear of degree n. We fix
a C-basis A of Q and a C-basis B of M(Q), and we write Φ as a linear
combination of basic monomials. By suitable reordering of the variables we
may write

Φ = F0X1F1X2....Fn−2Xn−1Ψ(Xn) +
∑

αm′m′ +
∑

βm′′m′′ +
∑

γm′′′m′′′

for suitable F0, F1, ...., Fn−2 ∈ M(Q), αm′ , βm′′ , γm′′′ ∈ C, and where
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(i) Ψ(Xn) is a nonzero linear GMPI, that is

Ψ(Xn) = (
∑

WGi,ai)(Xn)

for suitable ai ∈ A and Gi ∈ B.

(ii) m′ = F ′
0X1F

′
1X2...F

′
n−2Xn−1Ψ′(Xn) with F ′

0, F
′
1, ...., F

′
n−2 ∈ B and

(F ′
0, F

′
1, ...., F

′
n−2) 6= (F0, F1, ...., Fn−2), and

Ψ′(Xn) = (
∑

WHi,bi
)(Xn)

for suitable bi ∈ A and Hi ∈ B.

(iii) m′′ = F ′′
0 X1F

′′
1 X2...F

′′
i XnF ′′

i+1Xi+1...F
′′
n−1Xn−1(c), with

F ′′
0 , F ′′

1 , ...., F ′′
n−1 ∈ B and c ∈ A.

(iv) m′′′ are monomials in which X1, X2, ..., Xn appear in a different order.

Let S be the finite subset of A of all the elements that appear in the writing
of Φ, and take V the C-linear envelope of S. If CΨ(P) ⊆ V , then, by
Theorem 1.5, we conclude the proof. Assume that CΨ(P) 6⊆ V . Take
T ∈ P such that Ψ(T ) 6∈ V , and consider the GMPI

Υ(X1, ..., Xn−1) = Φ(X1, ..., Xn−1, T ).

Now, fix a C-basis A′ of Q containing S ∪ {Ψ(T )} and write Υ as a linear
combination of basic monomials for A′ and B. It is clear that one of these
monomials is of the form

H = F0X1F1X2....Fn−2Xn−1(Ψ(T )).

Now we will see that H cannot be canceled by any monomials. Indeed,
the monomials m′ are of the form F ′

0X1F
′
1X2...F

′
n−2Xn−1(a′) with a′ ∈ A′,

and, since (F ′
0, F

′
1, ...., F

′
n−2) 6= (F0, F1, ...., Fn−2), the GPI-part of these

monomials is C-independent with the GPI-part of H, therefore they are
C-independent with H. The monomials m′′ determine monomials of the
form G′

0X1G
′
1X2...G

′
n−1Xn−1(c) with c ∈ S, and G′

0, G
′
1, ..., G

′
n−1 ∈ B, and,

since Ψ(T ) 6∈ B, the Q-part of these monomials is C-independent with the
Q-part of H, therefore they are C-independent with H. The GPI-part of
monomials of type m′′′ is C-independent with the GPI-part of H, therefore
they are C-independent with H. Thus Υ is a nonzero GMPI of degree n−1
satisfies by P. Now, by induction, the proof is complete. �
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The following result is analogous to [2, Corollary 6.1.7]. The proof will
be similar to the one given there.

Corollary 2.2. Let A be an m.p. algebra with extended centroid C and
central closure Q. Then the following assertions are equivalent:

(i) There is a nonzero GMPI on P for some nonzero ideal P of M(A).

(ii) M(Q) is a primitive algebra with nonzero socle and there is a nonzero
idempotent E ∈ M(Q) such that EM(Q)E is a finite dimensional
division C-algebra.

(iii) M(A) is GPI.

(iv) A is GMPI.

Proof. (i) ⇒ (ii). By the GMPI-theorem.
(ii) ⇒ (iii). By the GMPI-theorem.
(iii) ⇒ (iv). Let φ be a nonzero GPI on M(A). Fix a C-basis B of M(A)

and write φ =
∑

αmm of a linear combination of basic monomials. If such
a monomial is given by m = F0Xi1F1Xi2 ....Fn−1XinFn, then choose q ∈ Q
such that Fn(q) 6= 0. It is clear that Φ =

∑
αmm(q) is a nonzero GMPI on

M(A).
(iv) ⇒ (i). This implication is obvious. �
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